
Towards Flexible Blind JPEG Artifacts Removal 
Jiaxi Jiang Kai Zhang Radu Timofte

Computer Vision Lab, ETH Zurich, Switzerland
jiaxijiang@student.ethz.ch     {kai.zhang, timofter}@vision.ee.ethz.ch

_ Motivations _
JPEG is one of the most widely-used image compression algorithms and 
formats but can introduce annoying artifacts. Existing methods for JPEG 
artifacts removal generally have four limitations in real applications:

● Most existing learning-based methods trained a specific model for each 
quality factor.

● DCT-based methods need to obtain the DCT coefficients or quantization 
table as input, which is only stored in JPEG format. Besides, when 
images are compressed multiple times, only the most recent 
compression information is stored.

● Existing blind methods can only provide a deterministic reconstruction 
result for each input, ignoring the need for user preferences.

● Existing methods are all trained with synthetic images which assumes 
that the low-quality images are compressed only once. However, most 
images from the Internet are compressed multiple times. 

1. Single JPEG restoration

2. Non-aligned double JPEG restoration

3. Real-world JPEG restoration

4. Flexibility of FBCNN

2. Limitations of existing blind methods

1. What is non-aligned double JPEG compression?

3. Our solutions
(1) FBCNN-D: Adjust predicted quality factor to the dominant smaller one.
(2) FBCNN-A: Augment the training data with double JPEG degradation model:

It  means that the 8x8 blocks of two JPEG 
compression are not aligned. For example, 
when we crop a JPEG image and save it 
also as JPEG.

In this paper, we proposed a flexible blind JPEG artifacts removal network (FBCNN) 
for real JPEG image restoration. FBCNN can predict the quality factor and use it to 
guide image restoration. The predicted quality factor can also be adjusted to achieve a 
balance between artifacts removal and details preservation. Besides, we address 
non-aligned double JPEG restoration tasks to take steps towards real JPEG images 
with severe degradations. We achieve state-of-the-art results on on single JPEG 
images, the more general double JPEG images, and real-world JPEG images.

The decoupler extracts the deep features from the input corrupted JPEG 
image and then splits them into image features and QF features which are 
subsequently fed into the reconstructor and predictor, respectively. The 
controller gets the estimated QF from the predictor and then generates QF 
embeddings. The QF attention block enables the controller to make the 
reconstructor produce different results according to different QF embeddings. 
The predicted QF can be changed with interactive selections to control the  
balance between artifacts removal and details preservation.
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